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Introduction Acoustic Unit Discovery Overview Pronunciation Transformation

» Unlike the other main components of an ASR system, Generate

the pronunciation lexicon is largely handmade. Create HMM Pronunciation
- Low-resource languages may not have expert-defined Similarity Matrix Hypotheses

lexicons.
- We propose a two-stage approach to learning both the * *

lexicon and the underlying acoustic units.

Train

 QOur approach relies on an initial baseline grapheme-
based system.

 Acoustic units are learned by clustering the context-
dependent grapheme-based models.

- Pronunciations are generated by transforming the
original lexicon with an SMT-based approach.

- Each individual stage produces a significant
improvement over the baseline system.

- Combined, the approach reduces the relative word
error rate by 13%.
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 Using the translation table directly would
decrease performance, so we first prune
the table.

- Each rule is scored individually.

- We measure the average change in
likelihood when aligning the training data
after transformation.

« Only rules that surpass a certain
threshold are kept.

 The final transformation works for words
both seen and unseen during training.
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- Based on the clustering, pronunciations
are mapped to the new acoustic units.

- Each pronunciation will have the same
number of units as in the baseline
grapheme-based lexicon.

Discovered 60 Grapheme

- We have proposed a two-stage approach for acoustic unit
discovery and pronunciation generation that reduces relative WER
by 13% compared to a baseline grapheme-based system.

- We are currently working to apply these techniques to other

languages.
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